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Two black holes merge, gravitational waves detected!
Now let’s extract the science!

BlackHoles@Home: 
Why do we need it?



●

● Inferring source properties from grav. waves tough
○ Binary black holes: 7 dims of parameters!

■ Current NR grav. wave catalogs:
● ~3,000 waveforms/15 years

(~3 points per dimension)
● Not enough moving forward!
● Need to grow these catalogs!
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                               Secret Sauce
● More efficient numerical grids
● NRPy+
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Better grids would...
● Exploit near-symmetries
● Employ smoother 

transitions in resolution
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New BiSphere Grids
~20x more efficient sampling 

for compact binary simulations

● Exploits near-symmetries (~5x)
● Smooth transitions in resolution (~4x)
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(Most Popular Method in NR)
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Review: Progress as of 2019 April APS
Link to video (YouTube): https://youtu.be/ZKPY1nRy-t8

https://youtu.be/ZKPY1nRy-t8
http://www.youtube.com/watch?v=ZKPY1nRy-t8


Finding from BH collision test:
Numerical errors small and 

converge to zero at expected rate

Post-merger num error,
BH from x = -0.5 to +0.5
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● Challenge #3: Simulations 50x too slow! How to fix?

schematic

Ideas for making code >~50x faster
● Optimize the codebase

○ ~1.5x gain through software optimization!
● Address the source of the problem: CFL condition

○ Simulation timestep ∝ min dist between gridpoints
■ Spherical coords focus gridpoints at r=0, z-axis

○ NRPy+ generates NR codes in many coord systems
■ Cartesian best for maximizing timestep
■ Spherical-like best for near-axisymmetry

Hybrid gridding approach
● ~100x larger timesteps!
● Memory usage?!
● Will it even work?!



Latest Results 
Link to video (YouTube): https://youtu.be/3CP553oleWc

https://youtu.be/3CP553oleWc
http://www.youtube.com/watch?v=3CP553oleWc
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(l=m=2) of spin-weight -2 spherical 
harmonic of im(psi_4) = \ddot{h_x}
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Early 2020 
Results

● Problem with this grid structure:
○ Only works well for two orbiting black holes very close to merger
○ Larger separations -- Cartesian grid too large -- too much memory!
○ Narrow Cartesian grid & rotate grids? Nope; resolution drop too large

● What to do?!

BH

BH
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Latest: 
5-grid Bispheres

Schematic

BH

BH

39



Schematic

Cart.

Cart.

Small
SinhSpherical

Small
SinhSpherical

Large
SinhSpherical

Latest: 
5-grid Bispheres

40



Schematic

Cart.

Cart.

Small
SinhSpherical

Small
SinhSpherical

Large
SinhSpherical

Latest: 
5-grid Bispheres

41

5-grid Bispheres =
Dynamical Grid Structure:

1. Grids corotate with binary
2. Inner four grids migrate 

inward for inspiral
3. (WIP) Move to simpler grid 

structure when BHs get 
really close



Schematic

Cart.

Cart.

Small
SinhSpherical

Small
SinhSpherical

Large
SinhSpherical

Latest: 
5-grid Bispheres

Benefits
1. Cartesian grids maximize 

timestep where Sph grids 
would focus (no r = 0)

2. Large SinhSpherical 
excellent for GW extraction!

3. Low memory footprint
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5-grid Bispheres:
Binary Trajectory 

Comparison

Binary Trajectory
1. Same GR gauge condition -> 

trajectories should overlap 
(They do!)

2. Einstein Toolkit high-res run:
149GB RAM

3. SENR/NRPy+ 
(BlackHoles@Home):

3GB RAM



5-grid Bispheres:
Numerical Error 

Comparison
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5-grid Bispheres:
Numerical Error 

Comparison

SENR/NRPy+ (BH@H) run: 3GB RAM



Conclusions

Schematic

BH

BH
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Summary
1. (close-separation) BBH mergers on 

a cellphone!
2. 5-grid Bispheres: Comparable or 

superior numerical errors vs 
Cartesian AMR

~50x less memory usage!
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We’re so close now!
-={ Last Steps }=-

1. Current focus: GW extraction
2. Next: 
● Migrate to simpler gridding 

structure at merger
● Develop & release the kraken 

BOINC client!
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Stay tuned! BlackHoles@Home will be launching soon
https://blackholesathome.net

Summary
1. (close-separation) BBH mergers on 

a cellphone!
2. 5-grid Bispheres: Comparable or 

superior numerical errors vs 
Cartesian AMR

~50x less memory usage!
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